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(57) ABSTRACT

The invention concerns a method for measuring channel state
information of multiple transmission/reception modes in a
wireless network comprising a plurality of nodes, said modes
being defined by frequency channels and/or antenna patterns,
said wireless network comprising a MAC (Media Access
Control) layer and every node comprising at least one MAC
queue, comprising the steps of:periodically sending broad-
cast probe packets by at least one node called transmitter
node, using a pre-determined and globally known period and
predetermined sequence of transmission modes, each of said
probe packets containing the transmission mode used for its
transmission a sequence number of the transmission mode in
the pre-determined sequence of transmission modes and a
timestamp value containing the time said broadcast probe
packet was buffered at the MAC queue of the transmitter
node; measuring, by at least one second node called receiving
node receiving a broadcast probe packet, channel state infor-
mation of a transmission/reception mode for the link between
the transmitter node and the receiving node; storing, by said
receiving node, said measured transmission/reception mode
for said link; using information contained in said received
broadcast probe packet, by said receiving node to determine
its reception mode and the beginning and end time instants it
will use this reception mode, in order to receive a further
broadcast probe packet and measure the next transmission
mode of transmitter node, during a next measurement period
of transmitter node.
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1
METHOD FOR CHANNEL STATE
MEASUREMENT IN MULTI-MODE
MULTI-HOP WIRELESS NETWORKS

FIELD OF THE INVENTION

The present invention pertains to the field of communica-
tion networks.

The present invention more particularly relates to a method
for channel state measurement in multi-mode multi-hop wire-
less networks.

BACKGROUND OF THE INVENTION

The present invention introduces a distributed protocol for
measurement of the channel state information of multiple
transmission/reception (Tx/Rx) modes (defined by frequency
channels or antenna patterns) on all wireless links in a multi-
hop wireless network. The protocol does not need to be inte-
grated with the Medium Access Control (MAC) protocol but
can operate at a higher layer (e.g. network layer) of the OSI
protocol stack. This makes the protocol general and indepen-
dent of the wireless technology being used.

Currently there exist no solutions that address the wireless
channel state measurement problem in a general multi-mode,
multi-hop wireless network environment.

Channel state measurement mechanisms for cellular net-
works are centralized and perform measurements on indi-
vidual links of a star topology (between a single base station
and multiple mobile terminals) and on a single mode (fixed
frequency channel and antenna pattern) after resources have
been allocated to a link. Furthermore, channel state measure-
ments are typically integrated with the MAC protocol and are
specific to the wireless technology being used. Recent
research has focused on channel state measurement algo-
rithms for multi-channel wireless systems (S. Guha, K. Mua-
gala, and S. Sarkar, “Optimizing transmission rate in wireless
channels using adaptive probes”, in Proceedings of SIG-
METRICS/Perfrormance, 2006.-A.~Sabharwal and
A .~Khoshnevis and E.~Knightly, “Opportunistic Spectral
Usage: Bounds and a Multi-Band {CSMA/CA} Protocol”,
IEEE/ACM Transactions on Networking, June, 2007.-N.
Chang and M. Liv, “Optimal channel probing and transmis-
sion scheduling for opportunistic spectrum access”, in Pro-
ceedings of ACM International Conference on Mobile Com-
puting and Networking (MobiCom), Montreal, Canada,
2007.-A. Gopalan, C. Caramanis, and S. Shakkotai, “On
wireless scheduling with partial channel-state information”,
in Proceedings of the 45th Allerton Conference on Commu-
nication, Control and Computing, Urbana, Ill., 2007.-C. Li
and M. J. Neely, “Energy-optimal scheduling with dynamic
channel acquisition in wireless downlinks”, in Proceedings of
46th IEEE Conference on Decision and Control, 2007.)
These papers again focus on the star topology case where a
single transmitter (base station) needs to acquire channel state
information of a number of time varying channels. These
techniques cannot be applied to distributed multi-hop wire-
less networks. In addition, they only focus on algorithmic
aspects such as formulating optimal probing policies rather
than specifying protocols that can realize such policies.

IEEE 802.11-based wireless networks can operate in both
star-topology (WLAN) and distributed multi-hop (“mesh™)
configurations. Such networks implement channel state
acquisition at the network layer (above the 802.11 MAC) by
sending broadcast probe packets that measure Received Sig-
nal Strength (RSS) at each receiver. The following Refer-
ences: J. Padhye, S. Agarwal, V. Padmanabhan, L. Qiu, A.
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Rao, and B. Zill. “Estimation of Link Interference in Static
Multi-hop Wireless Networks.” In Proc. ACM Internet Mea-
surement Conference (IMC), Berkeley, Calif., USA, October
2005.-D. Aguayo, J. Bicket, S. Biswas, G. Judd, and R. Mor-
ris. “Link-level Measurements from an 802.115 Mesh Net-
work”” In Proc. ACM SIGCOMM, Portland, Oreg., August
2004.-N. Ahmed, U. Ismail, S. Keshav, and D. Papagiannaki.
“Online Estimation of RF Interference”” In Proc. ACM CoN-
EXT, Madrid, Spain, December 2008.-Y. Li, L. Qiu, Y.
Zhang, R. Mahajan, and E. Rozner. “Predictable Performance
Optimization for Wireless Networks.” In Proc. ACM SIG-
COMM, Seattle, Wash., USA, August 2008. (other references
therein) specify channel state acquisition mechanisms for
802.11 multi-hop mesh networks where N nodes send broad-
cast probe packets sequentially in N cycles. During each cycle
a single node sends several broadcast probe packets while the
rest of the nodes listen. This results in measuring the channel
state (RSS) of all links in the network using O(N) measure-
ments. However, these solutions are specific to single-mode
channel state measurements which use transmissions on a
single frequency channel and only use omni-mode for
antenna transmission. In multi-mode wireless networks,
nodes need to coordinate to tune on the same Tx-Rx mode at
the same time instant, which makes the channel state mea-
surement problem much harder.

SUMMARY OF THE INVENTION

The present invention aims at solving the above-mentioned
drawbacks of the prior art solutions.

The present invention seeks to solve the channel state mea-
surement problem in multi-mode, multi-hop wireless net-
works by introducing a protocol that coordinates the nodes to
transmit and receive on the right time on all Tx/Rx modes on
all links in the network. Currently there exist no solutions that
address the wireless channel state measurement problem in a
general multi-mode, multi-hop wireless network environ-
ment. Existing solutions either operate on individual links of
star topologies between base station and mobile terminals or
they operate in single-mode (single-channel and omni-an-
tenna patterns) in IEEE 802.11-based single-hop/multi-hop
wireless networks. In both cases, the problem of channel state
measurement does not require nodes to coordinate their trans-
missions and receptions in time and on Tx/Rx modes.

In the present invention, the inventors have addressed the
problem of measurement in a wireless network using multiple
Tx/Rx modes. Each mode can be defined as (i) an antenna
pattern formed by smart antennas at the transmitter and
receiver of each link (ii) a distinct frequency channel in a
multi-channel wireless network.

First, an algorithm is introduced: this algorithm assumes all
nodes are synchronized to transmit and receive on each Tx/Rx
mode. This algorithm can be implemented at the MAC layer
if the MAC protocol (e.g. TDMA) supports time synchroni-
zation at short time scales (e.g. micro-second).

Second, a distributed measurement protocol is introduced:
this protocol can be implemented on top of any MAC proto-
col, including the IEEE 802.11 CSMA MAC protocol.
According to this protocol, each node acts both as Transmitter
and as Receiver. As Transmitter, the node periodically sends
broadcast probe packets based on a globally known sequence
of all Tx modes. Each probe packet contains the Tx mode
used forits transmission. As Receiver, the node tunes to an Rx
mode and coordinates to receive during the Tx mode trans-
mission times of its neighbors. The coordination mechanism
ensures that the transmission delays of the probe packets and
the random delays introduced by the MAC protocol are taken
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into account. Based on the Tx mode in each received probe
packet, the node measures and stores the resulting Tx-Rx
mode for the corresponding link. In contrast to using a fixed
Tx mode sequence as Transmitter, as Receiver the node
dynamically changes Rx modes based on the Tx modes seen
in previous probe packets of its neighbors.

The measurement protocol according to the present inven-
tion can be implemented at higher layers of the OSI network
protocol stack than the MAC layer and is independent of
wireless technology being used. Therefore, it is widely appli-
cable. For example, it can be readily implemented using
commodity IEEE 802.11 wireless hardware.

Finally, in addition to the protocol, and in case where the
system supports a large number of Tx/Rx modes, the inven-
tors also propose methods to reduce measurement complexity
by reducing the number of modes that need to be measured.

The present invention is defined, in its broader sense, as a
method for measuring channel state information of multiple
transmission/reception modes in a wireless network compris-
ing a plurality of nodes, said transmission/reception modes
being defined by frequency channels and/or antenna patterns,
said wireless network comprising a MAC (Media Access
Control) layer and every node comprising at least one MAC
queue, comprising the steps of:

periodically sending broadcast probe packets by at least

one node called transmitter node (u), using a pre-deter-

mined and globally known period and predetermined

and globally known sequence of transmission modes,

each of said probe packets containing

(1) the transmission mode used for its transmission;

(ii) a sequence number of the transmission mode in the
pre-determined sequence of transmission modes; and

(iii) a timestamp value containing the time at which said
broadcast probe packet was buffered at the MAC
queue of the transmitter node (u);

measuring, by at least one second node called receiving

node (v) receiving a broadcast probe packet, channel

state information of a transmission/reception mode for a

link connecting the transmitter node (u) and the receiv-

ing node (v);

storing, by said receiving node (v), said measured trans-

mission/reception mode for said link;

using information contained in said received broadcast

probe packet, by said receiving node (v), to determine

(1) the reception mode of said receiving node (v); and

(ii) the start and end time between which said receiving
node (v) will use said reception mode in order to
receive a further broadcast probe packet from said
transmitter node (u) during a next measurement
period of transmitter node (u).

Preferably, every node acts both as a receiving node and a
transmitter node, transmitting a broadcast probe packet in a
transmission mode and receiving at least one broadcast probe
packet in at least one reception mode from its neighboring
nodes during a measurement period.

According to another embodiment, said channel state
information is Signal-to-Noise ratio.

Preferably, said transmitter node (u) continuously executes
successive measurement rounds, wherein each measurement
round consists of M measurement periods, wherein each mea-
surement period lasts TM time units and wherein, at the
beginning of the m-th measurement period, a m-th broadcast
probe packet is sent to a MAC protocol buffer.

According to an embodiment, during a measurement
period, said transmitter node (u) broadcasts one probe packet
after having switched to the corresponding transmission
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mode, and may receive one or more probe packets from other
nodes while receiving in one or more different receiving
modes.

According to another embodiment, when a receiving node
(v) receives a broadcast probe packet, it computes a new start
time for receiving in a next measurement period using a
timestamp in the broadcast probe packet.

Preferably, said receiving node (v) computes its receiving
duration for the next measurement period by computing
broadcast probe packet transmission durations ofits neighbor
nodes, the delay for switching to receiving mode, a delay
factor to account for MAC protocol delays, an estimate of the
maximum clock phase difference between node (v) and its
neighbor nodes provided by the timestamps in the probe
packets received by the neighbors of node (v) and maximum
propagation delay between node (v) and its neighbor nodes.

Advantageously, said receiving node (v) selects the receiv-
ing mode to be used in its receiving duration for the next
measurement period using the transmission modes that its
neighbor nodes will use during the next measurement period.
According to an embodiment, said receiving node (v) selects
the receiving mode according to specific criteria.

Preferably, said receiving node (v) selects the receiving
mode that corresponds to the least recently received transmis-
sion/reception mode across its neighbor nodes.

According to an embodiment, said receiving node (v)
selects the least recently received transmission/reception
mode across its neighbour nodes a limited number of con-
secutive times in order to avoid repeatedly selecting a non-
functioning transmission/reception mode.

Preferably, said receiving node (v) sets a timer to schedule
to switch to the selected receiving mode at the previously
computed start time for the next measurement period of trans-
mitter node ().

BRIEF DESCRIPTION OF THE DRAWINGS

The following detailed description will be better under-
stood with the drawings, in which:

FIG. 1 shows measurement protocol operation at node u
with four neighbor nodes during measurement period m; and

FIG. 2 is a flow-chart representing the method according to
the present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS OF THE INVENTION

The wireless network is represented by a directed graph
G=(V.E) where Vis a set of N nodes in the network and B¢ V>
is a set of uni-directional links between pairs of nodes. More
precisely, the link (u,v)eE exists between node pair u and v, if
data can be delivered from u to v with a delivery ratio above
athreshold (PRR,;,,...;,) when the link operates at the lowest bit
rate supported by the underlying physical layer. This ensures
that each link in the network can carry data using at least one
of'the possible bit rates. For each node u, we define the set of
its neighbor nodes N(u) as all the nodes veV for which (v,u)e
E, i.e. node u can receive packets from according to the
definition above.

The system operates with a set of M Tx/Rx modes M={(i,,,,
in)sm=1,... M}, wherei , andj,, take values from the set
K={0,1,...,K}. In wireless networks with smart antennas,
each Tx/Rx mode corresponds to a distinct antenna pattern on
the wireless link, formed when transmitter and receiver use i,,
and j,, Tx and Rx antenna patterns respectively. Various smart
antenna techniques can be used to form distinct antenna pat-
terns including antenna sectorization, antenna arrays, MIMO
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beamforming, etc. In wireless networks that operate with
multiple frequency channels, each Tx/Rx mode corresponds
to a distinct frequency channel. In this case, both transmitter
and receiver must tune to the same Tx and Rx mode at the
same time in order for successful communication to occur, i.e.
1,,=],, for all Tx/Rx modes in the set M.

We assume that each node has a half-duplex radio trans-
ceiver, i.e. at a given time, it can only transmit at a single
transmit Tx mode 1i,, or receive at a single Rx mode j,,. A
Tx/Rx mode (i,,, j,,) on a link (u,v)eE is formed when the
transmitter uses Tx mode i,, and the receiver uses Rx mode j,,,.
The channel state of each Tx/Rx mode may correspond to
Signal-to-Noise ratio (SNR), or Received Signal Strength
(RSS) measured at the receiver of each link.

The measurement protocol aims to measure the channel
state values RSS,,, ; of all Tx/Rx modes M={(,,, j,n), M=
1, ..., M} for all links (u,v) in the wireless network,

We assume that during the time when each node u is not
executing the measurement protocol, it operates using a
default Tx mode i*(u) and Rx mode j*(u).

Before describing the protocol, we first illustrate the idea
behind it using an idealized algorithm.

Time is organized in N cycles, where N is the number of
nodes in the network. In each cycle a single node u transmits
broadcast probe packets and all other nodes v act as receivers.
All nodes are synchronized and know the transmission times
of the probe packets and which Tx/Rx modes to use during
each transmission. Each broadcast probe packet sent by node
u and received by a receiver node v results in a channel state
(e.g. RSS) measurement for link (u,v). Each cycle consists of
M rounds where in the m-th round node u transmits M broad-
cast packets on Tx modes i, . . . , i,,while all other nodes are
tuned to receive in Rx mode j,,,. Thus, when the system sup-
ports packet-level synchronization and under the ideal con-
ditions of no packet losses, the RSS,,,, ; of all Tx/Rx modes
on all links can be measured using NM? measurements.

This algorithm can be implemented at the MAC protocol
layer of a wireless network using a TDMA MAC protocol.
However, translating this algorithm to an operational protocol
implemented at a higher layer than the MAC layer entails
several challenges. First, if the measurement protocol oper-
ates on top of an existing MAC protocol (like IEEE 802.11),
no tight synchronization on packet transmission and Tx/Rx
mode timings is available. This imposes limitations on coor-
dinating nodes to measure on all Tx/Rx modes. In addition,
the protocol should account for probe packet losses and
simultaneous and asynchronous transmissions and receptions
among different nodes.

The measurement protocol is executed continuously at
each node u and aims to measure the channel state values on
all Tx/Rx modes M={(i,,, j,»), m=1, . . . , M}. During the
protocol operation, each node u performs different transmit-
ter and receiver actions, described next.

Transmitter Operation.

As transmitter, each node u continuously executes measure-
ment rounds. Each measurement round consists of M mea-
surement periods. Each measurement period lasts T,, time
units (e.g. seconds). At the beginning of the m-th measure-
ment period, the m-th broadcast probe packet is sent to the
MAC protocol buffer. Once the probe is at the head of the
MAC bufter, the node will attempt to transmit it using the
MAC protocol by contending with its neighbor nodes. As a
result, during each cycle, M broadcast probe packets are sent
at the MAC protocol buffer of node u every T,, seconds. In
addition, the packets are sent at a pre-defined Tx mode
sequence TXSEQ=(i,, i,, . . ., i,,). This sequence is an
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arbitrary (but globally known) ordering of the TX modes {i,,}
of the set M={(i,,,,), m=1, ..., M}.

The parameters M, T,,and TXSEQ are fixed and known to
all nodes in the network. These parameters help remove the
timing and Tx mode uncertainty at the receivers.

Each probe transmitted by node u informs its neighbor
nodes about its own Tx mode and approximate time of arrival
of'the next probes of node u. More specifically, the m-th probe
contains (i) its Tx mode i,,(u) (ii) its sequence number m in
TXSEQ, and (iii) a timestamp t,,,(u) of the time it was buffered
at the MAC queue of transmitter node u (in an implementa-
tion at a higher layer than MAC it is only possible to control
the buffering time and not the actual transmission time of the
probe packet by the MAC). This timestamp aids the neighbors
of'node u to maintain a coarse clock synchronization with the
clock of node u and estimate the time when node u buffer its
probe packet during each measurement period. The MAC
protocol delay is random and depends on the queuing delays
in the node and on the contention with neighbor nodes. The
queuing delay can be removed if each probe packet receives
highest priority over all other packets of node u, i.e., it is
inserted at the head of the MAC buffer. In IEEE 802.11 this
can be easily achieved using IEEE 802.11e priority queues or
IEEE 802.11a/b/g software drivers such as MadWiFi.

The measurement protocol’s probing period T,,should be
set much higher than the MAC delay In the 802.11 MAC, the
MAC delay is in the order of milli-seconds and T, should be
set in the order of seconds.

Receiver Operation.

As receiver, each node u must coordinate with the timing and
antenna patterns of transmitted probes from its neighbor
nodes. Let N(u) be the set of neighbors of node u.

Each measurement period m of node u consists of K(u)
dwell periods. During each dwell period k, node u expects to
receive N, measurement probes from a subset of the set N(u)
of its neighbor nodes. For example, in FIG. 1, node u has
N(u)=4 neighbors whose probe packets are partitioned in
K(u)=3 dwell periods. The duration TD,,, of each dwell
period k of measurement period m of node u consists of (i) the
delay for node u to switch to the desired Rx mode j, ,, (ii) the
packet transmission durations of N, probes (plus duration of
one probe if node u transmits its own probe during this dwell
period) (iii) a delay factor to account for MAC protocol delays
(iv) an estimate of the clock phase difference between node u
and its neighbors in set N(u) provided by the timestamps in
the probe packets received by the neighbors of node u. (iv)
propagation delay between node u and its neighbors in set
N(w).

We now describe the node actions as receiver when it
operates with a known set of neighbor nodes N(u) and when
it receives the first probe from a neighbor node.

Operation with known set of neighbors. Let sk,m be the
start time when node u enters dwell period k and activates Rx
mode jk,m for a duration TDk,m. During this dwell period,
node u may receive probe packets from one or more nodes v
in subset Nk of neighbors of node u. Note that due to potential
collisions or wireless channel losses, it is not necessary that
all probes in Nk will be received. Let im(v) be the Tx mode in
the probe received by each node v during this dwell period.

At the end of the dwell period (i.e. at time instant s, .+
TD, ), node u performs the following steps.

Step 1: For each received probe of each node v, node u
extracts the channel state value RSS(v) and uses it to update

a moving average estimate RSS,,,, o

RSS,

i “ORSS,

il

+(1-a)RSS(v)

where o is a system parameter.
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Step 2: In a perfectly synchronized network the start time
Si.m+1 Of the next dwell period k of node u should begin after
time T8y 0175z .+ 15, However, the node clocks may drift
and some neighbors in set N, with slower clocks that have
drifted may start earlier in the next period and miss this s, ,,,; .
Thus, node u adjusts the start time S, ,,,, of the dwell period
k of'its next measurement period m+1, based on the received
probe packets. Using the timestamps t,,,(v) in the probe pack-
ets, node u first updates its clock phase ditference with nodes
vinN,. Then, it computes the times s ,,(v) where these nodes
buffered their probes during period m (according to its own
time reference). Then, the s, ., is updated as follows:

Sgymr1 = 0| Sg o + Tag, 0N (S (V) + Ths )]
veNy

Similarly node u adjusts the end of the next dwell period k
based on the latest bufter times by updating the duration dwell
period TD, .., as:

IDy 1 = TptD s

where T, accounts for the packet transmission durations of
N, probes (plus duration of one probe if node u transmits its
own probe during this dwell period) and D,,, . includes (i) the
delay for node u to switch to the desired Rx mode j;
during this dwell period (ii) a delay factor to account for MAC
protocol delays (iii) estimate of the maximum clock phase
difference between node u and its neighbors in set N, pro-
vided by the timestamps in the probe packets received by the
neighbors of node u in set N,. (iv) maximum propagation
delay between node u and its neighbors in set N,.

These updates ensure that the dwell period k of period m+1
starts earlier than the MAC buffering times of the nodes in N,
and includes all subsequent probe transmissions. This ensures
that no probe packets are lost due to clock drifts between node
u and its neighbor nodes.

Step 3: Node u selects its Rx mode jj .., of dwell period k
during measurement period m+1. Due to the global sequence
TXSEQ, node uknows the next Tx modes i,,, ; (v) of the nodes
v in N,. Based on this information node v can select j, ..,
based on various optimization criteria. One criterion of inter-
est is ensuring that all Tx/Rx modes are eventually measured.
In this case, node u selects the antenna pattern jy ,,,,,=j that
corresponds to its least recently received Tx/Rx mode (i,,,
(v), ]), across all nodes v in N. This selection can be imple-
mented using a queue of N;xM elements {(v, i,, j,), m=
1,...,M,v=1,...,N,} which contains all Tx/Rx modes
corresponding to the neighbors of node u in N,. The element
at the head of this queue will be the least recently used
element in the list and node u will be tuned to the Rx mode j,,
corresponding to this element. Each time a probe at Tx mode
i, is received from node v when u is at Rx mode j,,, the
element (v, i, j,,) is “pushed” at the end of the queue.

Step 4: Node u schedules a timer to enter dwell period k of
measurement period m+1 at Rx mode j, ,,,=j based on the
computed s, ., and TD, ,,, .

FIG. 1 shows measurement protocol operation at node u
with four neighbor nodes during measurement period m. By
default, we assume that node u uses Tx mode i* and Rx mode
j*. At the beginning of the measurement period, node u trans-
mits a probe packet at Tx mode i,,(u). When it enters dwell
period k, it is tuned to receive to Rx mode j,_,(u).

Reception of first probe. When node u receives a probe
packet from a neighbor node v for the first time, it determines
the Tx modes and (approximate) MAC buffering times of
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future probe packets of v, based on M, T,,, TXSEQ and the
contents of the probe packet. More specifically, node u, asso-
ciates node v with one dwell period within its current mea-
surement period. If the probe packet was received during an
existing dwell period, node u associates node v with this
period and extends this dwell period by the packet duration of
the received probe. If the probe packet is received during a
time instant that does not belong to an existing dwell period,
then node u creates a new dwell period for node v. The
computation of the start time and duration of the dwell period
are updated in a similar manner to “Step 2 of “Operation
with known set of neighbors” section above.

We now introduce four methods to reduce the measure-
ment complexity for the case where the Tx/Rx modes are
implemented using multi-sector antennas. In this case, mea-
suring all antenna patterns for each link requires a number of
measurements that grows exponentially with the number of
sectors. If each antenna has s sectors then the maximum
number of Tx or Rx patterns is 2°71, giving a maximum
number of Tx/Rx modes M=(2°~1)*. We consider four meth-
ods, three of which measure only a subset of all antenna
patterns and predict the rest using simple models. The meth-
ods provide decreased measurement complexity at the poten-
tial cost of loss in accuracy.

Method 1. M=(2°~')* measurements per link and no pre-
dictions.

Method 2. M=s’measurements per link. This method pre-
dicts the channel state (RSS) of multi-sector patterns of each
node based only on measurements of single-sector patterns.
More specifically, for a given set of sectors, the RSS of their
multi-sector pattern is approximated by the maximum RSS of
the measured single-sector patterns. This method ignores
multi-path reflections and assumes that sector combinations
are super-impositions of the individual sectors.

In the measurement protocol, each probe train need to
contain M=s’probes sent only at single-sector or omni pat-
terns.

Method 3. M=2s+1 measurements per link. This method
requires measurements only at omni-mode RSS,, , and all
single sector combinations at transmitter RSS,,,,, side and
receiver side $RSS .. Based on these values, the RSS of any

antenna pattern on each link RSS,, - is given by:
RSSuvij:RSSuvoo_((RSSuVOO_RSSMV()j')+(RSSuv00_
RSS,1i0))

In the measurement protocol, each probe train need to
contain M=2s+1 probes sent only at single-sector and omni
patterns.

Method 4. M=s measurements per link. This method
assumes reciprocity, i.e. that the send gain of the antenna
pattern equals the receive gain of the antenna pattern, i.e.
RSS,,~RSS,, ..

All methods work with the measurement protocol simply
by replacing M with the appropriate number of measurements
and having nodes being aware of which sector patterns they
need to measure.

The above specification, examples and drawings provide a
complete description of the method according to the present
invention. Since many embodiments of the invention can be
made without departing from the spirit and scope of the
invention, the invention resides in the claims herein after
appended.

The invention claimed is:
1. A method for measuring channel state information of
multiple communication modes in a multi-mode wireless
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network comprising a plurality of nodes, the method com-
prising:

receiving a broadcast probe packet during a measurement

period at a first node of said plurality of nodes from a

second node of said plurality of nodes using a period and

sequence of communication modes, wherein a commu-

nication mode is related to a transmission mode or a

reception mode for a node of said plurality of nodes and

is defined by at least a frequency channel and an antenna
pattern, and wherein said broadcast probe packet com-
prises information including:

(1) an identification of a particular communication mode
used for transmission of the broadcast probe packet
from the second node;

(ii) a sequence number of the particular communication
mode in the sequence of communication modes; and

(iii) a timestamp value representing a time at which said
broadcast probe packet was buffered at a MAC queue
included in the second node;

measuring, by the first node, channel state information for

communication mode used in connecting the second

node and the first node;

storing, by said first node, said measured channel state

information for the communication mode used in con-

necting the first and second nodes;

determining, by said first node, the communication mode

for the first node using said information in said received

broadcast probe packet; and

determining a time during which said first node will use the

determined communication mode in order to receive a

subsequent broadcast probe packet from said second

node during a next measurement period of said second
node using said timestamp value from said received
broadcast probe packet.

2. The method according to claim 1, wherein the plurality
of nodes are capable of transmitting and receiving, wherein
said transmitting by a node of the plurality includes transmit-
ting a broadcast probe packet in accordance with a first
defined communication mode, and wherein said receiving by
a node of the plurality includes receiving, from neighboring
nodes of the first node during a measurement period, at least
one broadcast probe packet in in accordance with a second
defined communication.

3. The method according to claim 1, wherein, at any one
time, a node of said plurality of nodes is capable of perform-
ing one of: transmitting the broadcast probe packet in accor-
dance with a communication mode, or receiving the broad-
cast probe packet in accordance with a communication mode.

4. The method according to claim 1, wherein said channel
state information is one of Received Signal Strength or Sig-
nal-to-Noise ratio.

5. The method according to claim 1, wherein said second
node continuously executes successive measurement rounds,
wherein each measurement round consists of M measurement
periods, wherein each measurement period lasts TM time
units and wherein, at the beginning of the m-th measurement
period, an m-th broadcast probe packet is sent to a MAC
protocol buffer associated with the second node.

6. The method according to claim 5, wherein, during a
measurement period, said second node broadcasts one broad-
cast probe packet after having switched to the communication
mode identified in said broadcast probe packet, and said sec-
ond node is capable of receiving one or more broadcast probe
packets from neighboring nodes of the first node in accor-
dance with one or more different communication modes.

7. The method according to claim 1, wherein the method
further includes, in response to receiving a broadcast probe
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packet at the first node, computing a new start time for receiv-
ing in a next measurement period using the timestamp in the
broadcast probe packet.

8. The method according to claim 7, wherein the method
further includes, determining, by the first node, a receiving
duration for the next measurement period by computing:

broadcast probe packet transmission durations for neigh-

boring nodes of the first node,

delay for switching to a communication mode,

a delay factor to account for MAC protocol delay, and

an estimate of'a maximum clock phase difference between

the first node and the neighboring nodes in the network
based on the timestamps in the broadcast probe packets
received by the neighboring nodes and maximum propa-
gation delay between the first node and the neighboring
nodes.

9. Receiver apparatus in a first node of a multi-mode wire-
less network comprising a plurality of nodes for measuring
channel state information of multiple communication modes,
the receiver apparatus including a memory and a processor in
communication with said memory;

the processor capable of measuring channel state informa-

tion of multiple communication modes in said wireless
network by: receiving a broadcast probe packet during a
measurement period from a second node of said plural-
ity of nodes using a period and sequence of communi-
cation modes, wherein a communication mode is related
to atransmission mode or a reception mode for a node of
said plurality of nodes and is defined by at least a fre-
quency channel and an antenna pattern, and wherein said
broadcast probe packet comprises information includ-
ing:

(1) an identification of a particular communication mode
used for transmission of the broadcast probe packet
from the second node;

(ii) a sequence number of the particular communication
mode in the sequence of communication modes; and

(iii) a timestamp value representing a time at which said
broadcast probe packet was buffered at a MAC queue
included in the second node;

measuring channel state information for the communication
mode used in connecting the second node and the first node;
storing in the memory said measured channel state informa-
tion for the communication mode used in connecting the first
and second nodes; determining the communication mode for
the first node using said information in said received broad-
cast probe packet; and determining a time during which said
first node will use the determined communication mode in
order to receive a subsequent broadcast probe packet from
said second node during a next measurement period of said
second node using said timestamp value from said received
broadcast probe packet.

10. The receiver apparatus according to claim 9, wherein
the plurality of nodes are capable of transmitting and receiv-
ing, wherein said transmitting by a node of the plurality
includes transmitting a broadcast probe packet in accordance
with a first defined communication mode, and wherein said
receiving by a node of the plurality includes receiving, from
neighboring nodes of the first node during a measurement
period, at least one broadcast probe packet in in accordance
with a second defined communication mode.

11. The receiver apparatus according to claim 9, wherein,
at any one time, a node of said plurality of nodes is capable of
performing one of: transmitting the broadcast probe packet in
accordance with a communication mode, or receiving the
broadcast probe packet in accordance with a communication
mode.
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12. The receiver apparatus according to claim 9, wherein
said channel state information is one of Received Signal
Strength or Signal-to-Noise ratio.

13. The receiver apparatus according to claim 9, wherein
said second node continuously executes successive measure-
ment rounds, wherein each measurement round consists of M
measurement periods, wherein each measurement period
lasts TM time units and wherein, at the beginning of the m-th
measurement period, an m-th broadcast probe packet is sent
to a MAC protocol buffer associated with the second node.

14. The receiver apparatus according to claim 13, wherein,
during a measurement period, said second node broadcasts
one broadcast probe packet after having switched to the com-
munication mode identified in said broadcast probe packet,
and said second node is capable of receiving one or more
broadcast probe packets from neighboring nodes of the first
node in accordance with one or more different communica-
tion modes.

15. The receiver apparatus according to claim 9, wherein
the processor is further capable of measuring by computing,
in response to receiving a broadcast probe packet at the first
node, a new start time for receiving in a next measurement
period using the timestamp in the broadcast probe packet.

16. The receiver apparatus according to claim 15, wherein
the processor is further capable of measuring by determining,
by the first node, a receiving duration for the next measure-
ment period by computing:

broadcast probe packet transmission durations for neigh-

boring nodes of the first node,

delay for switching to a communication mode,

a delay factor to account for MAC protocol delay, and

an estimate of a maximum clock phase difference between

the first node and the neighboring nodes in the network
based on the timestamps in the broadcast probe packets
received by the neighboring nodes and maximum propa-
gation delay between the first node and the neighboring
nodes.

17. Receiver apparatus in a first node of a multi-mode
wireless network comprising a plurality of nodes for measur-
ing channel state information of multiple communication
modes, the receiver apparatus including an antenna and a
processor in communication with said antenna;

the processor capable of measuring channel state informa-

tion of multiple communication modes in said wireless

network by: receiving, using said antenna, a broadcast
probe packet during a measurement period from a sec-
ond node of said plurality of nodes using a period and
sequence of communication modes, wherein a commu-

nication mode is related to a transmission mode or a

reception mode for a node of said plurality of nodes and

is defined by at least a frequency channel and an antenna
pattern, and wherein said broadcast probe packet com-
prises information including:

(1) an identification of a particular communication mode
used for transmission of the broadcast probe packet
from the second node;

(ii) a sequence number of the particular communication
mode in the sequence of communication modes; and

(iii) a timestamp value representing a time at which said
broadcast probe packet was buffered at a MAC queue
included in the second node;

measuring channel state information for the communication
mode used in connecting the second node and the first node;
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storing said measured channel state information for the com-
munication mode used in connecting the first and second
nodes; determining the communication mode for the first
node using said information in said received broadcast probe
packet; and determining a time during which said first node
will use the determined communication mode in order to
receive a subsequent broadcast probe packet from said second
node during a next measurement period of said second node
using said timestamp value from said received broadcast
probe packet.

18. The receiver apparatus according to claim 17, wherein
the plurality of nodes are capable of transmitting and receiv-
ing, wherein said transmitting by a node of the plurality
includes transmitting a broadcast probe packet in accordance
with a first defined communication mode, and wherein said
receiving by a node of the plurality includes receiving, from
neighboring nodes of the first node during a measurement
period, at least one broadcast probe packet in in accordance
with a second defined communication mode.

19. The receiver apparatus according to claim 17, wherein,
at any one time, a node of said plurality of nodes is capable of
performing one of: transmitting the broadcast probe packet in
accordance with a communication mode, or receiving the
broadcast probe packet in accordance with a communication
mode.

20. The receiver apparatus according to claim 17, wherein
said channel state information is one of Received Signal
Strength or Signal-to-Noise ratio.

21. The receiver apparatus according to claim 17, wherein
said second node continuously executes successive measure-
ment rounds, wherein each measurement round consists of M
measurement periods, wherein each measurement period
lasts TM time units and wherein, at the beginning of the m-th
measurement period, an m-th broadcast probe packet is sent
to a MAC protocol buffer associated with the second node.

22. The receiver apparatus according to claim 21, wherein,
during a measurement period, said second node broadcasts
one broadcast probe packet after having switched to the com-
munication mode identified in said broadcast probe packet,
and said second node is capable of receiving one or more
broadcast probe packets from neighboring nodes of the first
node in accordance with one or more different communica-
tion modes.

23. The receiver apparatus according to claim 17, wherein
the processor is further capable of measuring by computing,
in response to receiving a broadcast probe packet at the first
node, a new start time for receiving in a next measurement
period using the timestamp in the broadcast probe packet.

24. The receiver apparatus according to claim 23, wherein
the processor is further capable of measuring by determining,
by the first node, a receiving duration for the next measure-
ment period by computing:

broadcast probe packet transmission durations for neigh-

boring nodes of the first node,

delay for switching to a communication mode,

a delay factor to account for MAC protocol delay, and

an estimate of'a maximum clock phase difference between

the first node and the neighboring nodes in the network
based on the timestamps in the broadcast probe packets
received by the neighboring nodes and maximum propa-
gation delay between the first node and the neighboring
nodes.



